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ABSTRACT

We investigate the origin of mesoscale structures in the solar wind called microstreams defined as

enhancements in solar wind speed and temperature that last several hours. They were first clearly

detected in Helios and Ulysses solar wind data and are now omnipresent in the ‘young’ solar wind

measured by Parker Solar Probe and Solar Orbiter. These recent data reveal that microstreams

transport a profusion of Alfvénic perturbations in the form of velocity spikes and magnetic switchbacks.

In this study we use a very high-resolution 2.5 MHD model of the corona and the solar wind to simulate

the emergence of magnetic bipoles interacting with the pre-existing ambient corona and the creation

of jets that become microstreams propagating in the solar wind. Our high-resolution simulations

reach sufficiently high Lundquist numbers to capture the tearing mode instability that develops in the

reconnection region and produces plasmöıds released with the jet into the solar wind. Our domain

runs from the lower corona to 20 Rs, this allows us to track the formation process of plasmöıds and

their evolution into Alfvénic velocity spikes. We obtain perturbed solar wind flows lasting several

hours with velocity spikes occurring at characteristic periodicities of about 19 minutes. We retrieve

several properties of microstreams measured in the pristine solar wind by Parker Solar Probe, namely

an increase in wind velocity of about 100 km/s during the stream’s passage together with superposed

velocity spikes of also about 100 km/s released into the solar wind.
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1. INTRODUCTION

White-light images of total solar eclipses and coron-

agraphs reveal fine ray-like structures emanating from

polar coronal holes. These ‘plumes’ extend outward

from the base of the corona and are observed in white-

light and extreme-ultraviolet images. They are most

commonly found in polar coronal holes, but can also

be observed in equatorial coronal holes (Woo 1996).

Plasma and magnetic field data obtained by the two He-

lios solar probes showed that the scales of these rays are

preserved in the evolving interplanetary high-speed solar

wind measured close to the Sun. Further studies based

on in situ measurements made in the polar solar wind

by the Ulysses mission confirmed this result and identi-

fied ‘microstreams’ in the form of velocity fluctuations

of ±40 km s−1, higher kinetic temperatures, slightly

higher proton fluxes (Neugebauer et al. 1995). Raouafi

et al. (2008) showed that X-ray jets are precursors of

polar plumes and in some cases cause brightenings of

plumes. Microstreams could therefore be the interplan-

etary manifestation of X-ray jets released during the

formation of a plume inside a coronal hole (Neugebauer

2012). The aim of the present study is to investigate,

through high-resolution magneto-hydrodynamic sim-

ulations, the mechanisms driving the formation and

evolution of plumes and microstreams and their dy-

namic properties discussed in the next paragraphs.

Plumes are typically hazy and are routinely detected

in the EUV wavelengths of 171 Å and 193 Å (Raouafi &

Stenborg 2014). It has been debated as to whether coro-

nal plumes or interplume regions may be the source re-

gions of the fast solar wind (Wilhelm et al. 2011; Poletto

2015). Plumes appear to form after magnetic bipoles

erupt in the open magnetic field of coronal holes. Ac-

cording to DeForest et al. (2001), plumes extend away

from photospheric flux concentrations and can last from

hours to several weeks, reaching lengths of about 30

solar radii (R⊙). Plumelets, which are small features

within plumes, often exhibit intensity fluctuations on

shorter time scales than the overall plume (DeForest
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et al. 1997; DeForest 2007; Uritsky et al. 2021). Data

from STEREO/EUVI images show that these fluctua-

tions, known as propagating disturbances, can have pe-

riods ranging from 5 to 30 minutes (McIntosh et al. 2010;

Tian et al. 2011). The formation of a plume is typically

preceded by recurrent jets that emerge from random flux

emergence and cancelation, and the plume itself goes

through phases of brightening and decay, during which

subplumes may be visible (Raouafi & Stenborg 2014).

The emergence of magnetic flux in the dominant polar-

ity of coronal holes plays an essential role in the heating,

the outflow of plasma, and EUV brightening (Panesar

et al. 2018, 2019). This is likely due to an interchange

reconnection process, which takes place when emerging

loop systems encounter an open background magnetic

field (Vlahos 2002). It is also an efficient means of re-

leasing plasma that is otherwise confined to closed field

regions into the heliosphere and perhaps contributes to

the mass flow of fast and slow solar winds emerging from

coronal holes (Wang et al. 1996).

Interchange reconnection has also been one of the

suggested mechanisms for the formation of magnetic

switchbacks and velocity spikes measured ubiquitously

by Parker Solar Probe (PSP) in the nascent solar wind

(Bale et al. 2019; Kasper et al. 2019). Switchbacks are

characterized by large amplitude Alfvénic fluctuations

that propagate away from the Sun, with an extensive

range of magnetic deflection angles from a few de-

grees to a full inversion (Fargette et al. 2022). The

origins of these features are still under debate, partic-

ularly whether they are generated locally in the solar

wind or in the lower corona. For instance, the work of

Schwadron & McComas (2021) and Squire et al. (2020);

Shoda et al. (2021), suggests that switchbacks may be

generated locally in the solar wind through processes

involving velocity shears or turbulent flows. On the

other hand, other studies, such as the work of Fisk &

Kasper (2020) and Drake et al. (2021), propose that

switchbacks are formed through interchange reconnec-

tion in the lower corona (Yamauchi et al. 2004; Fisk

2005; Fisk & Kasper 2020).

Switchbacks and velocity spikes come in bursts or

patches whose spatial and time scales are comparable to

those of microstreams (Bale et al. 2021; Fargette et al.

2021). These patches of disturbances are particularly

intense in streamer flows but are also very clear in solar

wind flows originating from deep inside coronal holes

(Rouillard et al. 2020; Fargette et al. 2021). Statis-

tical analysis of these patches of switchbacks/velocity

spikes (Fargette et al. 2021) as well as the analysis of

solar wind composition (Bale et al. 2021) point towards

an origin of these patches in sudden energy releases

at the boundary of supergranules. Since photospheric

transport processes force an accumulation of magnetic

elements (loops and open fields) near the boundaries

of granules and supergranules, interchange magnetic

reconnection could occur frequently in these regions.

Moreover, in the study of Shi et al. (2022), the analysis

of PSP co-rotation periods revealed temporal signatures

in addition of spatial structure associated with switch-

back patches. Disentangling spatial and temporal scales

in the data and identifying the corresponding processes

at the solar surface will be key to evaluating the idea

that switchbacks have indeed a solar origin.

Several studies have recently appeared in the litera-

ture that make the tentative association between mi-

crostreams and plumes and individual switchbacks with

the jelets (Raouafi et al. 2023; Kumar et al. 2023; Hou

et al. 2023). In this paper, we investigate the idea that

interchange reconnection can arise from the emergence

or cancellation of magnetic flux during emergence and

contribute to the formation of coronal plumes. In par-

ticular, we wish to study the effect of the rate and am-

plitude of flux emergence on the formation of coronal

plumes, interchange reconnection and the structure of

the resulting jets. An association between plasmöıds

formed during reconnection and switchbacks was pro-

posed by (Drake et al. 2021) using kinetic simulations

(Bale et al. 2023). Recent advanced MHD simulations

have also looked into the evolution of reconnection out-

flows that become in 2.5-D compressible Alfvén waves

(He et al. 2021) and in 3-D torsional Alfvén waves

(Wyper et al. 2022) escaping the solar corona. In the

present paper, we examine whether the magnetic islands

produced through the tearing-mode instability in the

reconnection layer could be the source of individual ve-

locity spikes and switchbacks. In order to capture the

development of the tearing-mode instability in the solar

corona at the adequate time and spatial scales we limit

our study to 2.5-D MHD but extend the domain out

to 20 Rs. This allows us to simulate the lifetime of an

entire microstream and the asssociated release of mul-

tiple microjets to reproduce the form of microstreams

measured in situ by PSP.

The paper is organized as follows. In Section 2, we

describe the numerical model. In Section 3, we show the

results for the main simulation setup, along with some

discussion of the results. In Section 4, we conclude this

study and comment on possible future work.
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2. SIMULATION DETAILS

2.1. Model Description

We investigate the dynamics of magnetic reconnec-

tion in a solar corona undergoing flux emergence. Flux

emergence is a process by which new magnetic field lines

emerge from the solar surface and enter the corona, lead-

ing to the formation of current sheets. One type of re-

connection process that has received significant atten-

tion is the tearing instability, which occurs when small

perturbations in a current sheet grow and lead to the

break-up of the sheet into magnetic islands, or “plas-

moids”. The tearing mode allows reaching fast reconnec-

tion, provided that the Lundquist number S = LvA/η is

high enough (L is the length of current sheet, vA Alfvén

velocity, η magnetic diffusivity), typically 104 in 2D con-

figurations (Loureiro et al. 2007). A particularly inter-

esting dynamics occurs when a current sheet system is

thinning. Linear theory shows that the tearing mode is

then triggered as soon as the sheet aspect ratio reaches

∼ S−1/3 (Pucci & Velli 2014; Réville et al. 2020). In

our case, as the bipolar flux emerge, a current sheet is

formed at the contact of the opposite polarity and inter-

change reconnection occurs. The current layer is then

expected to develop magnetic islands or plasmoids.

To study this process, we solve the 2.5D compress-

ible resistive MHD equations, using the PLUTO code

(Mignone et al. 2007), a finite-volume shock-capturing

code. We employ a second-order Runge–Kutta method

to calculate the time step and a fourth-order spatial

scheme provided by a parabolic reconstruction. We

use a Harten-Lax-van Leer discontinuities HLLD solver

(Miyoshi & Kusano 2005). The solenoidal constraint on

the magnetic field is ensured through the constrained

transport method (Balsara & Spicer 1999).

The equations can be written as follows:

∂

∂t
ρ+∇ · ρv = 0 (1)

∂

∂t
ρv +∇ · (ρvv −BB + Ip) = −ρ∇Φ (2)

∂

∂t
(E + ρΦ) +∇ · [(E + p+ ρΦ)v

−B(v ·B) + (η · J)×B] = Qh −Qc −Qr

(3)

∂

∂t
B +∇ · (vB −Bv)− η∇2B = 0 (4)

where E ≡ ρe + ρv2/2 + B2/2 is the background flow

energy, B is the magnetic field, ρ is the mass density, v

is the velocity field, p = pth + B2/2 is the total pres-

sure (thermal and magnetic), I is the identity matrix,

J = ∇ × B is the electric current , e = pth

(γ−1)ρ is the

specific internal energy density and η is the magnetic

diffusivity. Finally, γ = 5/3 is the ratio of specific heats,

and the terms Q∗ represent the terms of volumetric en-

ergy gain and loss, heating, thermal conduction, and

radiative losses. The system is solved in spherical coor-

dinates (r, θ), and the gravity potential,

Φ = −GM⊙

r
(5)

The heating term is defined as:

Qh = Fh/H

(
R⊙

r

)2

exp

(
−r −R⊙

H

)
(6)

The energy flux from the photosphere, denoted as Fh,

has a value of 1.5 × 105 erg cm−2 s−1 (Withbroe 1988)

and H ∼ 1R⊙.

The thermal conduction is written as

Qc = ∇ ·
(
αqs + (1− α)qp

)
(7)

where qs = −κ0T
5/2∇T is the Spitzer-Härm ther-

mal conduction with κ0 = 9 × 10−7cgs, and qp =

3/2pthve is the electron collisionless heat flux de-

scribed in (Hollweg 1986). The coefficient α =

1/
(
1 + (r −R⊙)

4
/ (rcoll −R⊙)

4
)

creates a smooth

transition between the two regimes at a characteristic

height of rcoll = 5R⊙. We have used an optically thin

radiation cooling prescription,

Qr = n2Λ(T ) (8)

with n the electron density and T the electron temper-

ature. Λ(T ) follows the prescription of Athay (1986).

In the PLUTO code, all quantities are expressed in

dimensionless units derived from physical quantities di-

vided by normalization units, appropriate for solar wind

conditions. We consider unit length L0 = 1R⊙ ∼
6.9570×105 km, unit density ρ0 = 1.67×10−12 kg m−3.

The velocities are normalized to the keplerian veloc-

ity v0 ∼ 437 km/s. The characteristic magnetic field

and unit time are B0 =
√

4πρ0v20 ∼ 2 G and t0 =

L0/U0 = 1593 s respectively, we set the magnetic diffu-

sivity η to 1012cm2/s . The simulation is integrated

on a non-uniform grid with a strong refinement of

∆r = 10−4 in the 0.1R⊙ region in code units and a

coarser grid extending up to 20R⊙. The range for θ is

[π/2− 0.145, π/2 + 0.305] with a stretched grid cell size

of ∆θ = 2 × 10−4, the total grid size is 1536 × 1536.

We consider reflective boundaries for the velocity com-

ponents across θmin and θmax. At r = 20R⊙ > rA,f

the fast magnetosonic point, we use outflow boundary

condition.

For the inner boundary condition, we apply a time-

dependent boundary condition, to control the emergence
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Figure 1. Figure illustrating various simulated setups of flux emergence evolution over time.

Figure 2. Development and decay of the current sheet during the flux emergence. The plot from left to right shows the
logarithm of the out of plane current (top panels) and the radial velocity (bottom panels) at three different times. The first
phase is a lengthening and thinning current sheet. The middle panel shows a well-developed CS undergoing reconnection through
tearing. Finally, after the emergence, the CS starts decaying and reconnection stops. Velocity jets can be seen inward to the
bipole footpoints and outward in the plume’s fan.
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rate of the two polarities. We initialize the atmosphere

with a supersonic Parker wind and a purely radial field

of 2G at the surface. We assume coronal conditions and

do not include a chromosphere or transition region. We

let the system reach a steady state before starting the

flux emergence. A bipole of 10G amplitude and ∼ 10◦ of

latitudinal extent is projected on the spherical harmon-

ics base (with lmax = 65), and each coefficient is added

to the background field in the boundary and increased

linearly during the emergence phase. The spherical har-

monics decomposition ensures that∇·B = 0 at all times.

We focus on four setups with emergence rates of 1.8G /

h, 2.26G / h, 3G / h and 4.52G / h, which are described

in Figure 1. The duration of emergence for each setup

is 5.53, 4.4, 3.3, and 2.2 hours, respectively.

In 2.5D, the Lundquist number S = LvA/η should be

higher than a critical value of approximately 104 to trig-

ger the tearing instability (Loureiro et al. 2007). Hence,

we set an explicit value of η to be comfortably above

this threshold (note that this depends on the length of

the current sheet, and will vary with time as the flux

emergence proceeds). But we must also be careful that

the numerical resistivity remains smaller than or equal

to the value of η chosen. Based on our experience of

the onset of the tearing mode with the PLUTO code

(Réville et al. 2020), we find that a value of η = 1012

cm2/s and the above described grid resolution satisfy

these requirements with Sη ∼ Snum ∼ 104. We have

also performed some simulations with η = 1011 cm2/s,

and did not notice significant changes.

3. RESULTS

3.1. Study of the current sheet formation and aspect

ratio

Figure 2 shows the time evolution of the simulation

for a rate of emergence 1.8G/h. We chose three char-

acteristic phases of the emergence and relaxation phase,

showing the logarithm of the out-of-the-plane current

density and the radial velocity (top and bottom panels).

In the early stages of emergence, the current sheet is cre-

ated immediately and the tearing instability is triggered.

The current sheet (CS) is disrupted several times, but

continues to lengthen as the emergence continues and

reaches its plateau. Close to the peak of the emergence

(middle panel), reconnection occurs and plasmoids are

ejected on both sides of the CS. Finally, after the emer-

gence has stopped, the CS slowly decays, shortening,

thus stopping the reconnection process. This stage can

be seen in the right panel of Figure 2.

CS’s length (L) is automatically measured by calcu-

lating L =| B | / | ∇ × B | then fixing a threshold

to locate the current sheet (see, e.g., Nóbrega-Siverio &

Moreno-Insertis 2022). Figure 3, shows the evolution of

the current sheet length obtained by this method.

Pucci & Velli (2014) introduced the concept of ”Ideal”

tearing, in which the growth rate of the instability is

independent of the Lundquist number. Assume that

the ratio of the thickness of the current sheet a to its

length scale L scales as S−α, S is the Lundquist num-

ber and α is the power law index. There is a crit-

ical value of α at which the growth rate is constant,

γtA ∼ S
−1+3α

2 = Const, which is equal to 1/3. If α is

greater than 1/3, the growth rate tends to diverge with

increasing Lundquist number, while if α is less than 1/3,

the growth rate tends to zero. We thus expect the recon-

nection to occur precisely at α = 1/3, when the current

sheet forms from large aspect ratios.

In the first panel of Figure 3, we show the estimated

value of α as a function of time. We notice that during

the flux emergence phase, α increases and reaches values

very close to 1/3, when reconnection begins. This sug-

gests that the tearing mode is effectively ideal, and that

the reconnection rate obtained in the simulations should

be close to realistic values. Interestingly, as shown in

Figure 3, the Alfvén time tA = L/vA, varies much less

than the current sheet length, and remains close to 3

minutes throughout the emergence phase. This is due

to the linear dependence of L, that follows the linear

increase of vA during the emergence (vA is computed in

the bipole, away from the current sheet, as in usual tear-

ing mode analysis). The value of tA is also constant for

different emergence rate, which will have consequences

on the measured periodicity of the reconnection jets (see

section 3.2).

Once the flux emergence phase is complete, we ob-

serve a decrease in both the current sheet length and

the value of α. This indicates that the magnetic field is

settling and converging to the X-point. The decrease in

α indicates that the CS (current sheet) becomes thicker

and more diffuse, and the magnetic field lines are less

tightly packed. Once the current sheet starts thicken-

ing, the tearing reconnection essentially stops.

As the emergence phase ceases, a quasi-steady recon-

necting phase begins, during which the CS starts to dif-

fuses. To quantify the behavior of the current sheet, we

calculated L over time for all our simulations, as illus-

trated in Figure 4. There is a clear linear relationship

between L and the rate of flux emergence, suggesting

that the rate of emergence is a key factor in the evo-

lution of L. Furthermore, we observed that the decay

of the CS followed a linear trend with the same slope

for the same magnetic diffusivity. This implies that the

rate of decrease in the L over time is consistent and de-

pends on the chosen η value. A higher/lower η leads to
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Figure 3. Evolution of the power law index α, L, and the
Alfvén time tA during the flux emergence and relaxation
phase with a rate of 2.26 G/h. The black vertical line in-
dicates the time when the emergence is finished. The green
horizontal line represents the critical α triggering the Sweet-
Parker reconnection ( 1

2
), and the red horizontal line denotes

the critical α for the establishment of ideal tearing ( 1
3
). The

third panel shows the evolution of tA = L/vA. One can see
that it remains close to 3 min during the whole emergence
phase, while the current sheet length double in size and fol-
low linearly the evolution of the Alfvén speed increase in the
bipole.

a slower/faster decay of L, as η affects the efficiency of

the steady magnetic reconnection.

3.2. Formation and propagation of jets and

reconnection plasmöıds

In all the setups, we observed recurrent jets and ve-

locity spikes. plasmoids repeatedly form and are ejected

from the current sheet, triggering sequences of pertur-

bations of the plasma feeding the solar wind above the

cusp of the forming pseudo-streamer. In Figure 5, we

present the maximum value of the radial velocity for

each setup of flux emergence rate. It shows that flux

emergence rate has a direct impact on the speed of the

triggered jet, the higher the emergence rat the ampli-

tude of the jet is important, jet amplitudes varies from

50 to 200 km/s. Furthermore, the reconnection process

heats the plasma and creates density structures that can

be related to EUV observations.

3.2.1. Synthetic EUV emission

A 2.5D MHD simulation provides electron densities

and temperatures (r, θ, ϕ) inside a 2−D plane. We can

construct a 3-D cube necessary to compute EUV images

by multiplying the 2-D plane over a depth Llos along the

line of sight supposed perpendicular to the 2 − D sim-

ulation plane. The emission (dIj) from the plasma in

each cell (j) of the cube can then be calculated. For

the Solar Dynamic Observatory (SDO) EUV bands, the

dominant process assumed for the observed emission is

excitation by electron-ion collisions followed by sponta-

neous emission. The expression for the emission is given

by:

dIj = Af ·G(Tj , nj) · n2
j · dV (9)

Here, Af represents the spectral response function of

the instrument being simulated, G(Tj , nj) encapsulates

the atomic physics involved in the spectral line forma-

tion and is dependent on the local electron density (n)

and temperature (T). The values of Af are provided

by the The Solar Dynamics Observatory/Atmospheric

Imaging Assembly instrument team (SDO/AIA, dis-

tributed in the SolarSoft library), while G(Tj , nj) is

the contribution function calculated using the CHIANTI

atomic physics database (Dere 2013) by assuming ion-

ization equilibrium and coronal composition. The values

of nj and Tj are derived from the output of the MHD

model.

The simulated AIA images are generated in units of

Dn/s, which is the calibrated data unit. Using this

methodology, the synthetic images should capture the

emission properties of the corona and allow compari-

son with the observational data obtained by SDO/AIA.

Figure 6 shows the EUV emissions observed in 193 Å

and 171 Å. We can see clearly that the plasmoid is dis-

cernible in 193 Å, for this reason, for the main analysis,

the 193 Å band was chosen due to its response func-

tion peaking at a temperature of approximately 1.5 MK

reached by the plasmoids.

Figure 7 show the integrated intensity of the emission

in 193 Å for, respectively, several values of magnetic dif-

fusivity and different flux emergence rates where we have

captured the plasmoids more clearly so that we can focus

on the emission triggered by magnetic reconnection.

We observe that the rate of flux emergence influences

the amplitude of brightening in EUV 193 Å. A fast mag-

netic flux emergence rate of 4.52 G/h results in an emis-

sion amplitude of 3.104 Dn/s, while a slow flux emer-

gence rate of 1.8G/h results in an EUV brightness that

is ten times smaller.

3.2.2. Periodicity of jetlet-associated brightenings versus
periodicity of outflows

Our simulations reveal that the emerging bipole ex-

hibits rapid brightening in the EUV 193 Å channel as it

interacts with the overlying magnetic field. This bright-

ening is mainly driven by magnetic energy being con-

verted into heat in the current sheet layer, as well as ki-

netic energy in the sequence of outflowing jets via mag-
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Figure 4. In the upper panel, we plot the evolution of current sheet length (L) for all setups with η = 1012cm2/s and the
second panel shows the linear fit with the corresponding slope ”s” .

Figure 5. The maximum values of the radial velocity sim-
ulated in the plume above the current sheet at a distance of
approximately 1.5R⊙ for the different setups of flux emer-
gence. Magnetic diffusivity was fixed in all simulations at
η = 1012cm2/s.

netic reconnection. EUV brightenings and jets should

be considered as the macroscopic signatures of local and

bursty energy releases that develop along the reconnect-

ing layer at the surface of the emerging bipole.

Investigating the quasi-periodicity of these energy re-

leases is important because it provides insights into the

relationship between energy releases and the rate of

magnetic flux emergence, which drives the underlying

footpoint exchange mechanism studied here. We per-

formed a wavelet analysis using the wavelet software

package of Torrence & Compo (1998) to study the peri-

odicity of the oscillating emission intensity and the ra-

dial velocity Vr of the jets for the different flux emer-

gence rates. Figure 8 shows the wavelet spectral anal-

ysis of the emission and Vr for a flux emergence with a

rate of 2.26 G.h−1. The signal was detrended by sub-

tracting a linear polynomial fit from the original data.

The resulting detrended signal was then normalized by

dividing it by its standard deviation to ensure that it has

a zero mean and unit variance. After obtaining the de-

trended and normalized signal, the next step was to per-

form a wavelet analysis using a chosen mother wavelet

and its associated parameters. The wavelet transform

was used to decompose the signal into its different fre-

quency components over time. The resulting wavelet

coefficients were then used to reconstruct the signal us-

ing the inverse wavelet transform. The final result is a
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(a) 171 Å

(b) 193 Å

Figure 6. Synthetic EUV emission intensity maps produced
from the simulation results for two wavelengths observed by
the Solar Dynamics Observatory. These emission intensity
maps were produced from the simulation setup with a flux
emergence rate of 2.26G/h.

detrended signal that is free of any linear trend and can

be further analyzed for its frequency and time domain

characteristics using the wavelet coefficients to obtain

the resulting periodicity. Figure 9 shows the periodicity

of radial velocity spikes and the 193 Å EUV emission for

several flux emergence rates and for several magnetic dif-

fusivity values. First, we notice that the radial velocity

oscillation is unchanged with the flux emergence rate.

We observe a strong correlation between the periodicity

of the jet outflows and the emission intensity oscilla-

tions. The periodicity of radial velocity variations do

not change with flux varying emergence rate, suggesting

that the velocity spikes are launched at ideal time scales.

Figure 7. Synthetic emission intensities in the 193 Å EUV
line for the four emergence rates simulated for a fixed η =
1012cm2/s

In fact, magnetic reconnection driven by flux emergence

acts as a trigger for the formation and release of plas-

moids, which are plasma structures. A subset of these

plasmoids propagate within the CS either sunward and

anti-sunward. However, the sunward propagation is less

dominant than anti-sunward. The presence of plasmoids

propagating in both directions influences the periodicity

of the observed velocity spikes. As a result, the periodic-

ity of the velocity spikes is less than the full current sheet

disruption and reformation cycle, as the jets correspond

only to the outward-moving plasmoids. This constant

periodicity over the various simulations parameters can

be interpreted as follows: the Alfvén time tA away from

the current sheet is approximately 3 minutes, and as we

are in the ideal tearing reconnection regime γtA, the nor-

malized growth rate, is close to unity. Hence, once the

CS has reached the ideal tearing ratio, the periodicity of

jets is directly related to the time for the CS to be dis-

rupted, i.e., a few times tA, which leads to the observed

19 minutes. Moreover, as shown in Figure 3, the Alfvén

time stays roughly constant throughout the emergence

phase, as the current sheet lengthen and adapt to the

increasing magnetic field strength in the bipole. Indeed,

in our setup it is strictly equivalent to increase either

the emergence speed or the bipole amplitude, and thus

tA remains close to this 3 minute value in all the setups.

Note that as S ∼ 104, the γtA ∼ cste, may not be fully

reached yet. This nonetheless suggests that the period-

icity of EUV brightenings and velocity jets may follow

a universal rule and depend only on the local value of

tA. These results are moreover consistent with previous

observations reported by Uritsky et al. (2021), who also
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Figure 8. Wavelet analysis of the radial velocity for the
setup of flux emergence 2.26 G/h and η = 1012cm2/s (a)
Radial velocity evolution over time in 1.5R⊙,the detrended
radial velocity after subtracting it from the original gray
(color)(b)The wavelet power spectrum of the detrended sig-
nal is displayed and (c)the global wavelet power spectrum

found that the oscillations in the plume exhibit a range

of periods similar to those of the jet.

3.3. Alfvén waves versus magnetoacoustic waves:

Which wave mode dominates the coronal jets?

There has been a debate in the community as to

whether propagation disturbances (PDs) in plumes ob-

served in the solar corona are plasma outflows or slow-

mode waves (Poletto 2015; Wang 2016). The work of

Wang (2016) suggests that both of these interpretations

may be correct, as reconnection at the footpoints of the

plumelet drives flows that can be observed as ”jetlets”

and generate Alfvénic fronts, but the dense material

in the jets travels more slowly and an inhomogeneous

wake of shear and compressible turbulence should be

observed between the jet and the Alfvénic front.

In our simulations, the flux emergence increases L, and

when the tearing instability is triggered, plasmoids are

then generated that move up and down the X-line. It is

important to understand what type of wave this process

would generates? transverse Alfvén wave or magnetoa-

coustic waves ?

To check this, we start with the linearized equation of

ideal magnetohydrodynamics (MHD), three well-known

modes can be distinguished: fast and slow magnetoa-

coustic waves, as well as (transverse) shear Alfvén waves.

For shear Alfvén wave, we have:
vpA = ω

k = vA cos θ

δv
vA

= ± δB
B0

δρ = 0

δ | B |= 0

(10)

Where vA is the Alfvén speed, θ is the angle between

wavevector k and magnetic field B, δv, δB, and δρ

are the perturbed plasma velocity, magnetic fields, and

plasma density, respectively, and B0 is the background

magnetic magnitude. For slow and fast waves, the phase

speeds are

v2ph± =
(ω
k

)2

=
1

2

(
v2S + v2A

)
± 1

2

[(
v2S + v2A

)2 − 4v2Sv
2
A cos2 θ

]1/2
(11)

To simplify our analysis, we focus on the case where

vS << vA which verified when r < RA (below the Alfvén

radius). We then have for fast magnetoacoustic waves

(Hollweg 1975) : 
δρ
ρ0

= δ|B|
B0

vph+
2 ∼= v2A

| δρ
ρ0

|< 0.1

(12)
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(a) (b)

Figure 9. Figure depicting the periodicity of oscillation of radial velocity and EUV 193 Å for (a) different emergence rates
(G/h) but a fixed diffusivity of 1012 cm2/s (b) different magnetic diffusivity values for the same emergence rate 2.26G/h.

and for slow magnetoacoustic waves:


| δρ
ρ0

|=| δv
vS

|

vph−
2 ∼= vs

2 cos2 θ

(| δρ
ρ0

|> 0.1)

δ | B |∼= 0

(13)

We show in Figure 10 a 2-D map of the density vari-

ations relative to the local density in the high corona

and the nascent solar wind. These density variations

suggest compression waves are triggered and propagate

along the plume that has formed above the cusp of the

emerging bipoles. These density fluctuations originate

in the plasmoids ejected outwards during the magnetic

reconnection process. As the size of magnetic islands

becomes larger, the medium surrounding the plasmoids

is compressed by the outflowing structure, leading to

changes in the density. Figure 11 presents the magnetic

magnitude perturbation, density fluctuation, and mag-

netic field fluctuation, a compelling correlation emerges

between the fluctuations in density and the perturbation

in the magnetic field.

Upon analyzing the data presented in Figure 11, a

clear relationship between density fluctuations and ve-

locity perturbations emerges. It is evident that | δρ
ρ0

|∼|
δv
vS

|. Given the additional constraint that | δρ
ρ0

|> 0.1

and that we have checked that Max(δ | B0 |) ∼= 10−5 ≪
1, the characteristics exhibited by the jets align remark-

ably well with the behavior expected from slow magneto-

acoustic waves. These findings provide compelling evi-

dence supporting the notion that the observed jet is a

direct outcome of the interchange reconnection process.

r/
R

⊙

Figure 10. 2-D map of density fluctuations (δρ) relative
to the local density ρ. δρ is computed by subtracting two
consecutive frames 16 minutes time-lapse

It is essential to compare the Alfvénicity of all se-

tups and see if the emergence rate has any effect on

the behavior of the generated wave. In particular, high

Alfvénicity can lead to more efficient wave propagation,

while low Alfvénicity can result in weaker waves that are

more easily dissipated (Hollweg 1975). The emergence

rate can also affect the strength of the waves, as faster

emergence rates can lead to stronger wave amplitude.

Four heliocentric radial distances (in R⊙) were chosen

within the bipole stalk, identified by its polar coordi-

nates (r, θ) = [(1.5, 1.5), (2.1, 1.5), (3.4, 1.5), (11.9, 1.5)]

where θ is the polar angle expressed in radian. The

time series of the radial magnetic field and radial veloc-

ity were then traced at each of these positions. To calcu-

late their average velocity over the θ plane and time. To

do this, we used the equation for the tangential average
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of a variable Z, which is defined as:

Z̄ ≡ 1

θmax − θmin

∫ θmax

θmin

dθZ,

where θ represents the angle in the θ plane, and Z is

a variable that we are interested in calculating spatial

average of Z.

The time-moving average of a variable is represented

by the symbol ⟨· · · ⟩. The deviation of a variable from

its average value over time and horizontal space is rep-

resented by

δZ ≡ Z̄ − ⟨Z̄⟩

We define the cross helicity, Hc, as

Hc =
2 · (δvA · δv)
δvA

2 + δv2
, (14)

Hc quantifies the degree of correlation in the fluctuating

velocity and magnetic field components. This provides

information on the nature and direction of the propa-

gating waves.

In the case of Alfvén waves, the fluctuating compo-

nents of velocity and magnetic fields, represented by

δv and δvA, respectively, are defined by the equation

δv = ±δvA, where δvA is the perturbed Alfvén velocity.

The propagation direction of Alfvén waves is indicated

by the sign in the definition. A ’+’ sign denotes propa-

gation antiparallel to the local mean magnetic field B0,

while a ’-’ sign denotes propagation parallel toB0. In the

solar wind, particularly in the inner heliosphere, Alfvén

waves predominantly propagate outward from the Sun.

In the following analysis, we employ the same convention

for the sign of the correlation between the velocity and

magnetic fields. The ’-’ sign is used to indicate fluctu-

ations propagating outward into the heliosphere, while

the ’+’ sign denotes inward-propagating fluctuations.

If Hc is close to -1, this means that there is anti-

correlation expressed in Elsässer variable as z− = δv −
δvA, found in upward-propagating Alfvénic waves. Fig-

ure 12 show the time series of both tangential and radial

perturbations of Alfvén and plasma velocities for several

locations in the radial direction.

The negative correlation between δvA,r and δvr that

we observed in our simulation indicates that when the

velocity fluctuation of Alfvén waves (δvA,r) increases,

the plasma velocity fluctuation (δvr) decreases and vice

versa. This suggests that the Alfvén waves are moving

outward. Since the background magnetic field is radial

and positive, it is expected that the Alfvén waves will

primarily propagate in the same direction as the positive

radial magnetic field, away from the Sun.

The radial perturbation is decreasing with solar radius

the same for the tangential direction and this is due

Figure 11. Figure depicting density perturbation and ve-
locity perturbation for the emergence rate 4.52 G/h at 1.15
R⊙

to the diffusive nature of slow magnetoacoustic waves

but as soon as we get higher in altitudes the plasma

perturbation is less damped, and we are converging to

the incompressible Alfvén wave shown in Figure 12.

3.4. Stable oscillation

Various studies have investigated the transverse mo-

tion of coronal jets (Shibata et al. 1992; Canfield et al.

1996; Savcheva et al. 2007). Our results reveal maximum

transverse motion about vθ ∼ 20km/s which align with

cited studies above. Figure 13 illustrates whip-like mo-

tion following the triggered reconnection, the evolution

of the current sheet leads to the propagation of veloc-

ity spikes characterized by developing fluctuations along

the left side of the pseudo-streamer stalk. A similar be-

havior can be observed in the density perturbation, as

shown in Figure 10, where a wisp-like structure is om-

nipresent with velocity spikes that are initiated by mag-

netic reconnection within the CS and move away from

the stalk as previously reported in observation Shimojo

et al. (2007). In particular, these whip-like oscillations

consistently align on one side, contributing to the for-

mation of a stable transverse oscillation phenomenon in

Figure 14. The emergence rate has an effect on the jet

expansion in the theta direction, this lateral expansion

that we see in our simulation has been observed in Moore

et al. (2010) describing expanding jets as ”curtain-like

spires”. So, our result gives two flavor of transverse

motion: the oscillation motions which come from ideal

tearing reconnection and the expanding motion which is

influenced by flux emergence rate.

4. DISCUSSIONS
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Figure 12. Radial and tangential Alfvénic and Velocity Perturbations at (r, θ) = [(1.5, 1.5), (2.1, 1.5), (3.4, 1.5), (11.9, 1.5)] for
the emergence rate of 4.52G/h. Radial Alfvénic perturbations (represented by the blue line) and radial velocity perturbations
(represented by the orange line) at various radial locations in the solar corona. The plot also displays the left cross-helicity
(represented by the dashed red line) at these locations.
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r/

R
⊙

Figure 13. Figure illustrates jet wisp triggered by magnetic
reconnection, white circles indicates the wisp signatures

r/
R

⊙

Figure 14. Figure illustrates jet expansion during current
sheet evolution

In this work, we have studied the effect of magnetic

flux emergence into 2.5D resistive MHD simulations of

the solar corona and wind. Our study shows that the

emerging process leads naturally to interchange recon-

nection with the ambient coronal solution and creates

jets, or velocity spikes, that then propagated into the

solar wind. We observe two main phases of reconnection

process. First, shortly after the start of the emergence,

the current sheet is created, then lengthens and thins

until it reaches the aspect ratio a/L ∝ S−1/3. Fast re-

connection then proceeds through the so-called ’ideal’

tearing instability, creating plasmoids that are ejected

either towards the Sun and inner boundary condition or

towards the fan of the pseudo-streamers created in the

corona. The island propagate at high speed along the CS

and appear to hit the stalk of the pseudo-streamer. The

plasmoid is eroded and triggers slow magneto-acoustic

waves with jets of amplitude up to 200 km/s. Follow-

ing the completion of the flux emergence phase, we ob-

serve a decrease in both the current sheet length and

α. This suggests that the magnetic field is settling into

a more stable state. The current sheet then diffuses

and no more bursty reconnection occurs. The recent

study of Wyper et al. (2022), have studied interchange

reconnection with 3D ideal MHD simulations of pseudo-

streamers with the solar corona. Although they reach

similar conclusions on the creation of Alfvénic structures

in the fan of pseudo-streamers, our work complement

and differ by a few important points. First, by pre-

cisely controlling the explicit resistivity of the model, we

show that the tearing instability is in the ideal regime,

which ensures that the reconnection properties should

be relatively independent of the Lundquist number and

close to the low coronal regime where S ∼ 1014. Sec-

ond, while (Wyper et al. 2022) triggers reconnection by

surface motions, emergence suffices in our case. Finally,

varying the emergence rate of the bipole, or equivalently

the amplitude of the emerging flux, we have shown that

the periodicity of the jets matches the periodicity of the

EUV emission of the plasma and that it is roughly in-

dependent of the emergence rate. This is due to the

fact the characteristic Alfvén time tA = L/vA ∼ 3 min-

utes, remains unchanged for higher emergence rates and

magnetic field amplitudes, as the current sheet length-

ens proportionally to the Alfvén speed. The time be-

tween each jet is thus the time for the current sheet to

be disrupted, i.e., a few tA, or 19 minutes. These find-

ings are consistent with previous observations reported

by Uritsky et al. (2021), further supporting the con-

nection between plume oscillations and jet periodicity.

Nevertheless, the rate of flux emergence has a significant

impact on the observed emission amplitudes in the ex-

treme ultraviolet (EUV) range. Higher flux emergence

rates correspond to larger emission amplitudes, as well

as higher amplitudes of the velocity spikes.

Several recent studies based on the observations of

Parker Solar Probe suggests that switchbacks may be

caused by jetlets originating from small bipoles located

at the base of coronal plumes in coronal holes (Far-

gette et al. 2021; Bale et al. 2021; Shi et al. 2022; Ku-

mar et al. 2022; Bale et al. 2023). Neugebauer et al.

(1995) already suggested that the jetlets may also gen-

erate microstreams, which are fluctuations in solar wind

speed and density observed in polar coronal holes. Al-

though our current results do not directly demonstrate

the generation of magnetic reversals through the emer-

gence of bipoles, they do reveal the presence of Alfvénic

perturbations that could potentially evolve into mag-

netic switchbacks. The study of (Wyper et al. 2022)

shows a somewhat different structure in 3D, with tor-

sional Alfvén waves launched from the pseud-streamers

fan. Yet, no full reversals (or switchbacks) seem able

to survive outside of the closed magnetic structures in

the simulations. Nonetheless, true switchbakcs could be

reformed later on during the propagation int the solar

wind, as non-linear developments of seed Alfvén waves,

as suggested by Squire et al. (2020) and Mallet et al.
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(2021). This emphasizes the need for further observa-

tions and MHD simulations to establish a definitive rela-

tionship between magnetic switchbacks and interchange

reconnection in the chromosphere and transition region

beneath plumes.
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